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Abstract: We derive useful distributional representations for three discrete laws: the discrete stable distribution of Steutel and Van 

Ham, the discrete Linnik distribution introduced by Pakes, and a distribution of Sibuya. These representations may be used to 

obtain simple uniformly fast random variate generators. 
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1. The discrete stable family 

Steutel and Van Harn (1979) introduced the dis- 
crete stable family via the generating function 

g(s) =Esx= exp( -A(1 -s)‘), IsI G 1, 

where A > 0 and y E (0, 11 are two parameters. X 
(or Xh, y)) is called a discrete stable random 
variable. For y = 1, we obtain the Poisson distri- 
bution with parameter A. This distribution is in- 
finitely divisible, and has several other stability 
properties. In this note, we are motivated by the 
need to efficiently generate i.i.d. random variates 
from this family. Since the discrete stable distri- 
bution is a compound Poisson distribution, ran- 
dom variates can be obtained as 

C ‘if 

lgi<Y 
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generate E exponential, Z SibuyaCy) 
(S, X)+(S+E, X+Z) 

return X 

The authors’ research was sponsored by NSERC Grant A3456 The above method does not have uniformly 
and FCAR Grant 90-ER-0291. bounded time in both parameters. It is neverthe- 

where Y is Poisson(A), and Z,, Z,, . . . are i.i.d. 
discrete random variables with generating func- 
tion 

h(s) = 1- (1 -qy. 

This is best seen by noting that 

A random variable Z with generating function 
h(s) will be called a Sibuya(y) random variable, 
after Sibuya (1979). If we can generate the Z,‘s at 
unit expected time cost, then the expected time 
for this method is proportional to EY = A: 

(S, Xl +- (E, 01, where E is exponential 
while S < A do 
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less attractive for small values of h. A Sibuya 
generator is derived in Section 3. The main point 
of this note is to present a generator that is 
uniformly fast in both parameters. This would 
follow from the following simple theorem: 

Theorem. A discrete stable (A, y) random variable 
is distributed as a Poisson random variable with 
parameter A’jYSy 1, where S,,, is a positive stable 
random variate with parameter y: 

X( A, y) 9 Poisson( hl’YSr,l). 

Proof. We recall that S,,, has characteristic func- 
tion 

For y = 1, we obtain the degenerate function 
with atom one at x = 1. Also, the Laplace trans- 
form is given by 

Ee-SSy.I = e-“, Re( s) > 0 

(Zolotarev, 1986, p. 114). The characteristic func- 
tion of X is now obtained as 

Ee irX = Eeh”Y~,,,(e’r-l) = e-A(l-e”)Y, 

in which we recognize the characteristic function 
of the discrete stable distribution. 0 

The above result leads directly to a uniformly 
fast generator. It suffices to note that there is a 
plentiful supply of uniformly fast Poisson genera- 
tors (see Devroye, 1986), and that S,,i can be 
obtained very easily by a variety of methods. For 
example, Kanter’s method (1975) uses the distri- 
butional identity 

S 
sin(1 - y)~rU (l--y)‘y sin y~rU ‘Iv 

E sin ~-KU ) (sinr;LI) ’ 

where E is exponential and U is uniform [O, 11 
and independent of E. 

2. The discrete Linnik distribution 

Pakes (1993) studies the discrete distribution with 
generating function 

1 
g(s) = 

(l+ (1 -s)Y)B ’ 
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where p > 0 and y E (0, 11. We call this the dis- 
crete Linnik distribution and denote a typical 
random variable by L(p, y). A continuous distri- 
bution with an analogous characteristic function 
l/(1 + ) t I”>p was introduced by Linnik (1962). 
From the Theorem given above we deduce the 
following simple distributional identity: 

L( /?, y) 5 Poisson( GL/YSv,t), 

where Gp is a gamma(p) random variable, inde- 
pendent of S,,i. This is easily proved by comput- 
ing the generating function: 

EsL =Ee-Gr-,“-s)’ = 
1 

(1+ (1 -s#. 

As gamma variates are easily available in uni- 
formly bounded time (Devroye, 1986, has a list of 
references), discrete Linnik variates can be gen- 
erated in uniformly bounded expected time as 
well. The representation given above may also be 
used to derive various properties of the discrete 
Linnik distribution. 

3. Sibuya’s distribution 

The last of our triptych of discrete distributions 
was introduced by Sibuya in 1979. Described by 
one parameter y E (0, 11, it has generating func- 
tion 

h(s) = 1- (1 -s)‘. 

If S(y) denotes a Sibuya(y) random variate, then 
we obtain via the binomial expansion, 

P{S(y) = n} = 

i 

y(l-y)...(n-1-y) n>l 

fl! 

Y> n=l. 

For y = 1, the distribution is monoatomic with an 
atom at 1. Uniformly fast generators are de- 
scribed in Devroye (1992). The generalized hy- 
pergeometric distribution of type B3 (or: GHgB3) 
with parameters a, b, c > 0 is a discrete distribu- 
tion on the nonnegative integers defined by 

r(a + c)r(b + c)(a),(b), 

“= r(a+b+c)T(c)n!(a+b+c),’ 
n 20, 



Volume 18. Number 5 STATISTICS & PROBABILITY LETTERS 2 December 1993 

where (a), is Pochhammer’s symbol defined by 

r(a +n) 
(a>, = r(a) 

= a(a+1)~~~(a+n-l), 

( 

n>l, 

1, n = 0. 

Other names for the distribution include the in- 
verse Polya-Eggenberger distribution (Johnson 
and Katz, 19821, the generalized Waring distribu- 
tion (Irwin, 1975) and the negative binomial beta 
distribution. When a = 1 or b = 1 the distribution 

is called the Waring distribution. From Sibuya 
(1979), Shimizu (1968), Sibuya and Shimizu (1981) 
and Devroye (1992), we recall that a GHgB3 
random variate may be generated as 

where G,, G, and G, are independent gamma 
random variates with parameters a, b and c. 
Good Poisson generators are given in Schmeiser 
and Kachitvichyanukul(1981), Ahrens and Dieter 
(1982) and Stablober (1990). Efficient gamma 
generators are given in Marsaglia (1977), Best 
(19781, Cheng and Feast (1979, 1980), Ahrens and 
Dieter (1982), Ahrens, Kohrt and Dieter (1983) 
and Le Minh (1988). Sibuya (1979) points out that 
S(y) is distributed as one plus a GHgB3 (1, 1 - 
y, -y> random variable. In our case, we thus have 

EG, -y 
S(y)zl+Poisson ~ 

i I G, ’ 

where E is an exponential random variable, inde- 
pendent of the gamma random variables. 
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