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PREFACE

The Fourth Pannonian Symposium on Mathematical Statistics was
held in Bad Tatzmannsdorf, Austria, 4-10 September, 1983. The
first two Symposia were held there in 1979 and,;§81, whereas
the Third Symposium was staged in Visegrdd, Hungary in 1982.
The proceedings volumes of these conferences,qpﬁblished by
springer, D. Reidel, and D. Reidel § Akadémiai Kiadé, respec-
tively, give information about the objective of the Pannonian
Symposia and the topics covered.

About 130 participants from 17 countries took part in this
Fourth Symposium, and 92 lectures were presented. This volume
contains 24 reviewed contributions which are mainly mathemati-
cally oriehted. A second group of papers dealing with problems
of applied statistics, probability theory and related topics is
published in a separate volume entitled "Mathematical Statistics
and Applications". ’ |

The contributions dealing with probability theory con-
centrate on two (intersecting) main topics:on the one hand, sto-
chastic processes, and,on the other hand, limit theorems and in-
variance principles: Gaussian Processes, approximation of the
Wiener Process, distribution of spacings and of order statis-
tics, limit theorems in triangular arrays. Besides, adjacent
topics like erdogic theory, maximal inequalities; approximation
of convolutions of distribution functions, stochastic program-

- ming etc. are dealt with.. In many of these contributions stress
is laid upon the weakening of the assumption of independence.

The subjects of the statistical contributions are even
more homogeneous: there are decision-theofetic papers (treating

iIX



admissibility, sufficiency, limits of experiments, etc.) and
papers on nonparametric estimation (nonparametric estimators of
regression curves, further rank-, L- and shrinkage estimators).
One paper gives a comprehensive survey of two-sided parametric
tests. '

The reader will observe at once the close éonnections be-
tween many of the questions under consideration; in particular,
many results of papers which can be related to probability
theory have immediate applications in statistics, and some
belong to the common boundary of these subjects.

We wish to express our thanks to many persons who gave us
indispensable aid in the edition of this volume: S. Csbrgé,

P. Deheuvels, M. Denker, L. Devroye, W. Eberl jr., B. Gyires,
L. Gybrfi, J. Hurt, M. Hukov4, I,’Kétai, A. Kozek, W. Philipp,.
D. Plachky, P. Révész, P.K. Sen, F. Schipp and W. Sendler for
their help in refereeing the papers and in other editorial
matters, the secrétarial staff of Professor I. K4tai at the
University of Budapest, who did the laborious typing of the
manuscript under the supervision of Mrs. Z. Andrédsné Xrdlik and,
last but not least, Akadémiai Kiaddé and D. Reidel Publishers for
their good cooperation. (After the refereeing process and retyp-
ing, all papers were returned to the authors for correction.)
- The organization of the Symposium was made possible by the
help of many individuals and institutions. The organizers
gratefully acknowledge the generous support given by the State
Government of Burgenland, the Federal Ministry of Science
and Research, the Austrian Statistical Society, the Control Data
Co., Hypobank of Burgenland Co., the Volksbank Oberwart Co., the
Raiffeisenbank Oberwart Co., the Kurbad Tatzmannsdorf Co. and
the Local Autority of Bad Tatzmannsdorf; special thanks go to
Th. Kery and Dr. R. Grohotolsky (Head and Vice-Head of Burgen-
land resp.), Dr. J. Karall (Member of the State Government of
Burgenland) . DDr. Schranz (Member of State Parliament of Burgen-
land) and Mag. R. Luipersbeck (Director of the Kurbad Tatzmanns-
dorf AG) for their help in many respects. Finally, we express
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our thanks to the ladies for their splendid work in the prepara-
tion and local organization of the meeting, in particular to Ms.
Ingrid Danzinger who patiently undertook most of the typing for
the organization.

Wolfgang WEF ' .
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DISTRIBUTION FREE EXPONENTIAL BOUND FOR THE L1ERROR OF
PARTITIONING-ESTIMATES OF A REGRESSION FUNCTION o

LUC DEVROYE AND LASZLO GYORFE . :

- Montreal® and Budapest

ABSTRACT o

Let m_(x) be a partitioning estimate of a regression
function m(x) = E(Y/X=x) for the sample (X,,Y,) .;.(Xn,Yn).
If |Y| £ K < » a.s. and u denotes the probability measure
of X then, under some mild conditions on the sequence of
partitions, for each €>0 there exists an n, such that

:m(f|mn(x) - m(x) {u@x)>e) < exp(-c(e/K)?n)

for every n2n, y@gre c isra universalfconstant.

INTRODUCTION o T

Let X, Y)  (Xy,Y1), ... (xn,Yn) be independent identically
aistributed B[ -K,K ] ~valued random vectors, and let
m(x) = E(Y/X=x) be the regression function of Y on X, to be
estimated from the data D = {(X;.¥:), ... (X ,¥ )}.

Let u, ; vbg'%héhérqpability measures of X and (Y,Y),

Mo andt,_yn Qe ;he empirical probability measure for\x,, Xa,een

: .

xn_andﬂ@xl,Y;)ua.. (Xn{¥n)£::gspective;yf

The signed measures vn(A) and v(A) are defined by

-
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and | (1)

VIR =B

Ayt e

for every Borel set A. % il

A partitioning estimate is based on a finite or countable

infinite Borel measurable partition (Pn of ]Rd (?n ={An‘1"An’z gosol)e

If-An(x) is the set from<§; to which x belongs, then the estimate

is given by
o TVIA )
. 'n'Tnlt
b £ -(. e A€ 0 v _(A(x))>0
re , ,_un_(ix n(x))“" o nTn
: ‘ b Lo e L ‘
m, {x) = t (2)
l
I ~
-
,{ 312111, otherwise.

It is called fixed, if va; does not depend upon-the data,

and variable, if(;; depends upon the data (for measurability
reasons, in latter case, we have to assume the membership‘
function mappiﬂd x and Dn-td {1,2, ...} to be Borel measurable).

Fixed partitioning estimates are also calléd histogram estimates.

A sequenc® of estimates is said to be cubic if there exist
positive numbers a;, ... a'd"such tﬁét‘eacﬁ?n' consists :

- f sets of thée form I ["a.5 (5 +1)he) wh
entirely of sets of thée form 121 [:aijihn,ai(ji+1)hn) where

Jise o -e. g are'integeré‘and’{hn]'is a sequence of positive num-

bers.



Cubic seQuences are'particularly attractive from the

N ~./ .' -

computational point of v1ew, because the set A (x) can be

R

determined for each x in constant tlme, 1ndependent of the
data size n. This property is not shared by other sequences:
for example, if all the Ani's are rectahgles of different
proportions, the membership determination can be done ih time
bounded from below by logn prOV1ded that a blnary tree is
created for 1ooat1ng an interval. Inomost cases, partltloning

estimates are computationally superior to the other nonpara-

metric estimates, particularly if the search fortAh(x) is

5 B

otganized using binary decision trees (see for ekample,

Friedman (1977)).

In thlS note we study only the flxed partltlonlng The

o ‘\

weak universal con51stenoy of varlable partltlonlng estlmate

\

was established by Gordon and Olshen (1980).

MAIN RESULT

Theorem If for each sphere S centered at the origin

*“ni nsS=p
and
lim max {sup ||x-y[]|} =0 : ' (4i

.n+°ai’Ani“S¢¢ - X,YEA

then for the partitioning estimate (2) and for each e>0
there exists nosuch that
:P(Ilmn(x) - m(x) [u(dx)2¢e) <exp(-c(e/K)?n) nxn_.

where ¢ is universal (for example ¢=1/400).

6 Mogyorédi
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Remark 1 Ifip is a cubic sequence of partltions then

- the condltions (3) and (4) are equlvalent to’ |

lim h = 0, lim nhd = | 6)

n+o. . e

.

Applying Stone s Theorem (Stone, 1977) it is easy to check

that for cubic partltions (6) is necessary and sufficient

condition for

lin E(/|m_(x) = m(x) [u(@x) =0
n+e 0 :
for all distributions of (X,Y) to hold.
Remark 2 One of the most important consequences of this
- theorem is the exponential rate of convergence of the error
probability in discrimination. If X, xl; cee X are as before,
Y, Y1, ... Yn take values in {1,2; ... M} and the task of :
the discrimination is to decide on Y éiven X and D_, then e -

partitioning rule is defined as follows:

n n

(X)~i if X 1 =zmax I I _ .
Cxyean (x,v4=1] 7%, EXjEAn(X),Yj-IL]

If L' denotes the (optimal) Bayesian error probabiiity and
L, =P(g (X)=Y|D ),

then our Theorem implies that for each ¢>0

:P(Ln-L'>e) < exp (-ce2n) © 7 npne.



The proof of this bound is based on. the well known relation of

Ln - L* and the L, errors of aposteriori probability estimates

(see, for example Devroye(1982)).

PROOFS -

For a sphere S put

I = {i;An

i

Sn nS=g@}

Lemma -1 If |ISnf/n<(e/K)2/20 then

P(K I |u (A ) -u(d_,)[>€)$3 exp (~5F(e/K) *n) (7
iGISn ‘

and if |Ig [/n < (e/K)?/2160 then .

P (I [V, - VA, |>) <3 exp (-5%(9,/1()2:1) 8)

iEISn

Proof (7) was proved in Devroye (1983, Lemma 3). (8) is a

consequence of (7). To proving this, for a fixed integer N

put

D, = Cig (1+ng],

and

2i+1

(-'ﬁﬁsi.‘.'%ﬁ)'

(¢]
[N
i
N
Z|m
-

6*



and

w52
it
[l ae|
Q
=
<

then Yj is a quantized version of Yj with step size ¢/N,
therefore

~

Yy i1 < 2w

-~ -~

and if v , v stand for v_,v, resp., when {Yj} is replaced

by {Qj} then

- €
. ?Ivn(Ani) - vn(Ani)l <IN
and
- . ' .
EIV(Ani) - U(Ani)l '<—2T\I—"°
Thus
P(I t
N v (A _.) = v(a_)| > e ) <
icIg ' n "ni ni
<P(Z | v () - v(A’nins‘e -5 =
l(‘.’ISn
(g |z LI E(I )) |
= 1P - ¥ c,,(I - -
perg  wPymr L [xjeAni,xjeDij] ExjeAni,YjeDi,j-”

{>e(1- lf)'<
h]



n
17 o
<P(K I Il - Iy, venT~E (Iry . o )]
erg, ¢ 3= L I I i R ST MR S
__
> gl = ﬁ)) =

) | .
=P (x16§ f»l u, (A4 /Dys) u(An._,oi,)l > e(1 -5))

i
Sn

Applying (7) for N=52 and for the measure u we get (8).

Lemma 2 Under the condition (4), for each sphere S

1im oz /] Vi) )] w@x) =0 (9)

n+o i€r A
Sn ni . “(Ani)‘

Proof
J m(z)y(dz) 4‘
v(a) _ A uice
u(a) ‘ u(_A)".

therefore if m is uniformlyrcontinuohs then (4) implies (9).

For a givehve>0 and for an arbitfaxy m choose a uniformly

continuous functionuous function m such ‘that

| m(z) - m(z)l u(dz) < e

then T .
. N e - -~ . . .l . 4?_"
s k

T X}Ani) - m(x)] ulax) <
A S u(A) :
Sn ni v

R
mn
el

.73



J J ~
m(z)u(dz) m(z)u(dz)
ﬂél, A A, | - By [ ndx) +
sn- fni oy ) @)
v r 5 ) mu@n
eI N | “ni - m(x)| p@ax) +
Sn ni u(A )
) . ni’ .
* 2o 7 | om0 s mlx) | oplax) &
i GIsn _Ani i
* : f m(z)u(dz) Lo
< 2 +121 I | ni - f(x)| u(ax);
“Isn  Ap; A ) -

' By the first part of the ., roof, Lemma 2 follows.
Proof of the Theorem For an arbitrary sphere S

flmn(x) - m(x)| u(dx) <

< 2K u(s®) . I e eme [utax) (10)
ni '
AniAstﬂ
“Pay)>0
For "(Ani),> 0 we é@ve:
/ Im (x) - m(x) | u(dx) <
An 1 . . '
o v (A_,) v (A ) v(a_,) .
ST dmpG - BB ) + | RBL L by,
Ay s uiag ) ua ) )
V(A ) . ' .
« 1| Bl - m(x)| u(dx) (11)
BApg wALD)
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If u(Ah1)>0 and M (A i)>0 then R >

: vn(Am)
foAm (x) = - | u(ax) =
A ula )
v_(A )h v, (A ) . ”

o n‘ni - Bi | o oea .

I3 “‘ni’ ) MAM) "‘f‘“ni’ s

—_
< (A ) u(a_.) =
3 ni : ni
un(ani)r “lAni’

E YN WS W 2

If-u(Ahi)>0 and “n(Ani) = 0 then vn(hni)'= 0 therefore

v (Ani) 4 - .
f Imn(") = '—r—;—l u(dx) =
Ani |
= i 1jE1 Y | IJ(A 4) S.KIIJ(Ani) - "I(Ani)l : N _(?3)

~By (10), (11), (12) and (13) we have

'
Sy

fim (x) - m(x)| u(ax) < 2K u(sc) +

- ' B TN

*+K1 |un(Ani) - u(Ani)l + I Ivn(Ahi) - v(Anin +
1EISn | iEISn :

P YL TO T T S

:lEIsn "(Ani)

(R
!

-l

By appropriate choice of § the first terﬁ‘cénfbé'arbitrary

small, the fourth term tends to zero by Dammalz; The expo-
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nential bbunds of the second and third terms result from

condition (4) and from Lemma 1.
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